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Abstract

In this work we present the enrichment of the Prague
texture segmentation data-generator and benchmark
(PTSDB) also for the assessment of the remote sens-
ing image segmenters. The PTSDB tool is a web based
(http://mosaic.utia.cas.cz) service designed for real-
time performance evaluation, mutual comparison, and
ranking of various supervised or unsupervised static
or dynamic image segmenters. PTSDB supports rapid
verification and development of new segmentation ap-
proaches. The remote sensing datasets contain ten-
spectral ALI satellite images and their RGB subsets,
with optional additive noise resistance checking. Alter-
native setting options allow to test also scale, rotation
or illumination invariance. The benchmark functional-
ity is demonstrated by testing and comparing six remote
sensing segmentation algorithms.

1. Introduction

Satellite image segmentation is the prerequisite for
successful remote sensing scene analysis, used, for ex-
ample, in crop inventory, geological and environment
surveys, military applications, etc. Although a large
number of methods were already published [1, 2], this
problem is still far from being solved. This is also due
to the lack of reliable and objective means to compare
the performance of different techniques. Very limited
efforts were made, in fact, to develop suitable quanti-
tative measures of segmentation quality, especially in
the case of remote sensing. In this field, in fact, it is
quite common that researchers use their own data and
related ground-truths, which are not publicly available
to others, and present only a few carefully selected pos-
itive examples as validation for a new algorithm. Al-
though this is partially justified by the large number of
data sources available and the many different applica-
tions of segmentation, this habit encourages the pro-

posal of more and more new techniques, whatever their
actual merits, rather than the advancement of the most
promising image segmentation approaches.

The optimal alternative to check several variants of
a developed method by carefully comparing the results
with the state-of-the-art in this area is practically im-
possible because most methods are either too compli-
cated or insufficiently described to be implemented in
an acceptable time. Since no benchmark oriented to
the development of segmentation methods for remote
sensing is available, we have implemented a solution in
the form of web based data generator and benchmark
software. Proper testing and robust learning of perfor-
mance characteristics require large test sets and objec-
tive ground truths which is unrealistic for natural satel-
lite images. Thus, inevitably few used satellite test im-
ages share the same drawbacks - subjectively generated
ground truth regions and limited extent of such a set
which is very difficult and expensive to enlarge. These
problems motivated our preference for random mosaics
with randomly filled satellite textures even if they only
approximate satellite scenes. The most appealing fea-
ture of this compromise is the unlimited number of dif-
ferent test images with corresponding objective and free
ground truth map available for each of them.

2. Benchmark

The Prague texture segmentation data-generator
and benchmark (PTSDB) is a web based
(http://mosaic.utia.cas.cz) service [4] designed
for real-time performance evaluation, mutual compari-
son, and ranking of various supervised or unsupervised
static or dynamic image segmenters. The key objec-
tive of the PTSDB benchmark is to compute several
accuracy measures for each given algorithm over the
selected dataset. Once collected different segmen-
tations over a given dataset, it is therefore possible
to score them with respect to any of the computed
accuracy indicators. This is of critical importance for



three main reasons:

1. to check the progress of an algorithm development,

2. to compare any method to any other,

3. to track and measure the progress toward human-
level segmentation performance over time.

A correct experimental evaluation should compare the
tested method to several leading alternative algorithms,
using a sufficiently large test image data set and em-
ploying several evaluation measures for comparison (in
the absence of one clearly superior measure). Con-
trary to the prevailing practice when single authors ver-
ify their methods on a few carefully selected and thus
non-informative positive examples, our benchmark pos-
sesses all these mentioned important features. While the
colour benchmark textures were chosen on purpose to
produce unusually difficult tests in order to leave large
margins for future better segmentation algorithms, the
ALI multispectral textures contain richer spectral infor-
mation and thus their textural analysis is less demand-
ing. The benchmark operates either in full mode for reg-
istered users (unrestricted mode - U) or in a restricted
mode. The benchmark allows: to obtain customized
experimental satellite texture mosaics and their corre-
sponding ground truth (U); to obtain the benchmark
mosaic sets with their corresponding ground truth; to
evaluate working segmenters and compare them with
the state-of-the-art methods; to update the benchmark
database (U) with an algorithm details; to assess noise
robustness; to check single mosaics evaluation details
(criteria values and resulting thematic maps); to rank
segmentation algorithms according to the most com-
mon benchmark criteria; to obtain LaTeX or MATLAB
coded result tables (U); to select user-defined subset of
criteria (U).

2.1. Remote Sensing Data

Generated texture mosaics as well as the bench-
marks are composed of the following texture types: (1)
monospectral textures (derived from the corresponding
multispectral textures), (2) multispectral textures, (3)
BTF (bidirectional texture function) textures, (4) ALI
multispectral satellite images, (5) dynamic textures, (6)
rotation invariant texture sets, (7) scale invariant texture
sets, (8) illumination invariant texture sets and several
invariant combinations.

The remote sensing benchmark uses the Advanced
Land Imager (ALI) observations. The EO-1 (Earth
Observing-1 – http://eo1.usgs.gov) ALI is the first
Earth-Observing instrument to be flown under NASA’s
New Millennium Program (NMP). The ALI employs

Table 1. ALI bands and spectral ranges.
Band Spectral Range [µm] Description

0000 (PAN) 0.048− 0.69 panchromatic
0001 (MS-1’) 0.433− 0.453 VNIR(blue)
0002 (MS-1) 0.45− 0.515 VNIR(blue)
0003 (MS-2) 0.525− 0.605 VNIR(green)
0004 (MS-3) 0.63− 0.69 VNIR(red)
0005 (MS-4) 0.775− 0.805 VNIR
0006 (MS-4’) 0.845− 0.89 VNIR
0007 (MS-5’) 1.2− 1.3 SWIR
0008 (MS-5) 1.55− 1.75 SWIR
0009 (MS-7) 2.08− 2.35 SWIR

novel wide-angle optics and a highly integrated mul-
tispectral and panchromatic spectrometer. The focal
plane for this instrument is partially populated with four
sensor chip assemblies (SCA) and also covers 3◦ by
1.625◦. Operating in a pushbroom fashion at an orbit
of 705 km, the ALI provides Landsat type panchro-
matic and multispectral bands. These bands have been
designed to mimic six Landsat bands with three addi-
tional bands covering 0.433−0.453, 0.845−0.890, and
1.20− 1.30 µm. The ALI also contains wide-angle op-
tics designed to provide a continuous 15◦×1.625◦ field
of view for a fully populated focal plane with 30-meter
resolution for the multispectral pixels and 10-meter res-
olution for the panchromatic pixels. ALI bands and
spectral ranges are listed in Tab.1.

The benchmark uses 31 multispectral ALI textures
categorized into 12 thematic classes. The satellite tex-
ture parts which are not used in the corresponding
test mosaics are used as separate training sets in the
benchmark-supervised mode.

2.2. Benchmark Sets Creation

Benchmark 512 × 512 test mosaics are built by
means of a Voronoi polygon random generator, and
filled with randomly selected ALI textures. It is worth
emphasizing that smaller and irregularly shaped objects
are more difficult to segment than usually used bigger
and regular (squares or circles) objects. ALI bench-
marks (multispectral and RGB) are generated upon re-
quest in three quantities (10, 40, 90 test mosaics) either
in unsupervised or supervised mode, the latter including
additional separate training sets. If required, however,
any number of such mosaics can be generated. With
each texture mosaic the corresponding ground truth and
mask images are included. The remote sensing bench-
mark allows to check the segmenter noise resistance.
All generated mosaics can be corrupted with additive
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Figure 1. Selected benchmark texture mosaics (a), ground-truth (b), Neuralnet (c), AR3D+EM
(d), R-TFR (e), UPGMA+kNN (f) segmentation results, respectively.

Gaussian, Poisson, or salt & pepper noise. Alternative
benchmarks allow to test also scale, and rotation or il-
lumination invariance of the evaluated segmentation al-
gorithm.

3. Performance Evaluation

The uploaded benchmark segmentation results are
assessed, (permanently - U) stored in the database,
and used to rank the segmenter according to a cho-
sen criterion. PTSDB uses the most common twenty
seven evaluation criteria assorted into four thematic
groups: region-based (5+5), pixel-wise (11+1), consis-
tency measures (2) and clustering comparison criteria
(3). The performance criteria mutually compare ground
truth image regions with the corresponding machine
segmented regions. The basic region-based criteria
available are correct segmentation, over-segmentation,
under-segmentation, missed error and noise error. All
these criteria are available either with a single threshold
parameter setting or in the form of performance curves
and their integrals. The pixel-wise group contains the
most common classification criteria such as the omis-
sion and commission errors, class accuracy, recall, pre-
cision, mapping score, etc. The consistency criteria are
global and local consistency errors. Finally, the last set
contains three clustering comparison measures.

4. Examples

The remote sensing ALI benchmark performance is
demonstrated by comparing two unsupervised (our pre-
viously published methods AR3D+EM [5] and R-TFR
[3]) and several supervised segmentation algorithms.
The detailed performance of all these methods can be
found on the benchmark server.

Fig. 1 shows segmentation results for three selected
512 × 512 mosaics from the ALI benchmark com-
prising from five to eleven multispectral satellite tex-
tures. The first two columns show the mosaics and
their corresponding ground-truths. The remaining four
columns show the segmentation maps provided by four
alternative algorithms – Neuralnet, AR3D+EM, R-TFR,
UPGMA+kNN. Two of these segmenters are super-
vised (Neuralnet, UPGMA+kNN) and the other two
(AR3D+EM, R-TFR) are unsupervised.

Visual comparison suggests over-segmentation incli-
nation of the AR3D+EM [5] algorithm which is con-
firmed by the objective evaluation criterion Tab.2. On
the other hand this method outperforms all others in
terms of correct localization of the region borders. Both
unsupervised methods are comparable or even better
than the supervised ones. The first four methods have at
least one best performing criterion which suggests the
optimal application for the corresponding methods. In-



Table 2. ALI benchmark results for Neu-
ralnet, AR3D+EM, R-TFR, UPGMA+kNN,
AM+DT, AM+kNN; (Benchmark criteria: CS =
correct segmentation; OS = over-segmentation; US
= under-segmentation; ME = missed error; NE =
noise error; O = omission error; C = commission
error; CA = class accuracy; CO = recall - correct
assignment; CC = precision - object accuracy; I. =
type I error; II. = type II error; EA = mean class
accuracy estimate; MS = mapping score; RM =
root mean square proportion estimation error; CI =
comparison index; GCE = Global Consistency Er-
ror; LCE = Local Consistency Error; dD = Van
Dongen metric; dM = Mirkin metric; dVI = vari-
ation of information).

Benchmark – ALI
Neuralnet

(2.11)
AR3D+EM

(2.37)
R-TFR

(3.22)
UPGMA+kNN

(2.96)
AM+DT

(4.93)
AM+kNN

(5.37)
↑CS 79.85 72.93 72.26 69.26 51.29 50 .82

↓OS 3.38 61 .32 0.00 0.00 15.63 0.42

↓US 13.52 9.53 21 .87 13.47 10.76 19.14

↓ME 2.82 4.03 4.35 14.63 25.82 26 .36

↓NE 3.21 4.36 2.54 13.92 27 .45 24.57

↓O 2.74 6.05 2.01 1.15 20 .10 9.84

↓C 3.27 84 .11 5.04 1.88 42.53 20.54

↑CA 84.36 83.45 77.70 81.02 69.44 61 .31

↑CO 90.56 86.59 85.62 87.83 77.19 73 .88

↑CC 88.37 92.30 79.81 86.21 84.33 75 .00

↓ I. 9.44 13.41 14.38 12.17 22.81 26 .12

↓ II. 1.89 0.98 2.21 2.47 3.29 6 .01

↑EA 88.81 87.62 81.48 85.96 78.86 69 .11

↑MS 85.84 83.65 78.43 81.75 69.44 60 .82

↓RM 3.34 2.33 5.04 4.51 3.53 8 .83

↑CI 89.13 88.48 82.07 86.47 79.75 71 .25

↓GCE 7.23 2.75 4.37 9.15 18 .64 16.60

↓LCE 4.89 1.32 3.28 5.50 14 .17 12.70

↓ dD 6.81 7.41 8.55 8.05 16.08 16 .50

↓ dM 4.61 4.46 4.68 5.96 9.52 11 .17

↓ dVI 14.51 15.45 13.92 14.49 15 .77 14.52

tegrated numerical results over the whole normal ALI
benchmark (10 different mosaics) in Tab.2 (↑ / ↓ de-
notes the required criterion direction, bold numbers the
best criterion value achieved) confirm these observa-
tions.

5. Conclusions

The implemented supervised / unsupervised remote
sensing segmentation benchmark is the fully automatic
web application which enables for the first time to ob-

jectively compare image segmentation algorithms on
extensive test sets, thereby providing an important tool
for the progress of new segmentation methods. Re-
mote sensing classifiers can be ranked based on a cho-
sen most fitting criterion from the set of twenty seven
distinct criteria. The both test mosaics as well as the
ground truths are computer created which guarantees
not only the evaluation objectivity but simultaneously
allows easy generation of extensive test sets which are
otherwise infeasible to achieve.

PTSDB verifies single algorithms against others on
multispectral or RGB ALI satellite data and tests their
noise resistance. The researchers can quickly and ef-
fectively compare their progress and check their perfor-
mance characteristics. Other applications such as ma-
chine learning, feature selection, image compression,
QBIC methods evaluation, scale, and rotation or illu-
mination invariance, etc., can advance from the PTSDB
benchmark services as well.
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